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ABSTRACT

Background. The emergence of tools based on artificial intelligence (AI) to support software development suggests an overhaul on how developers program and interact among themselves. This disruption might bring challenges regarding human and social aspects of the software development process. Objective. This paper is a first exploration of the consequences of AI-based tools for software development teams and their members. Method. We conducted a social science fiction exercise, a sort of thought experiment, narrating two fictional stories about a futuristic software company employing AI-based tools. Then, we evaluated the plausibility of one of the scenarios through a qualitative experiment with 38 students to observe their perception regarding the use of AI-based tools. Results. The stories suggest potential challenges related to the adoption of these tools: a change on how developers perceive themselves, a clash between quantitative and qualitative worker contribution assessment, and the training of future developers to handle the imminent changes on their profession. In the qualitative experiment, we collected evidence supporting negative feelings, such as lack of trust and control and fear of being replaced. We also identified other attitudes and perceptions of developers, such as positive feelings towards AI-based tools. Conclusion. We identified several aspects that might influence the adoption of AI-based tools and their implications for individuals involved. They should be further investigated and represent a challenge for the research on human aspects of software engineering. We also demonstrated the use of social science fiction to explore novel research problems.
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1 INTRODUCTION

Although software development emerged less than a century ago, it has experienced several changes in how its activities are performed from technical and organizational perspectives. In the beginning, around 1960, individuals developed small programs based on an elementary understanding of control flows using mnemonics [37]. After 60 years, the process evolved through developing higher-level languages, abstract architectures, and larger systems but also with expanding development teams [37, 38], sometimes spread around the globe. In this evolution process, several tools or approaches changed the way developers as human beings interact among themselves and with technology. For instance, Integrated Development Environments (IDE) continuously add new features to automatize repetitive tasks, such as refactoring [28], along with agile methods [1] and global development teams [15] that brought several changes and new challenges for how developers collaborate.

However, these changes seem minor compared to the impeding disruptive arrival of a new set of tools enabled by artificial intelligence (AI). An example is the launch of GitHub Copilot\(^1\), a tool that synthesizes code based on machine learning (ML) algorithms trained with code from repositories hosted in the GitHub platform. Another has been the use of OpenAI’s ChatGPT\(^2\) to support software engineering (SE) tasks. These tools are probably the first of a series of productivity enhancers enabled by AI and ML. This forecast does not surprise those who observe the prominence of this topic in premier venues for SE research.

Although research in SE has focused on how to use AI to enhance development activities [8, 9, 46], it has neglected the impact of this

\(^1\)https://copilot.github.com/
\(^2\)https://chat.openai.com/
usage on individuals and social groups, i.e., developers, teams, and organizations. In this paper, to demonstrate potential problems, we conducted a social science fiction exercise, a sort of thought experiment, to explore the potential implications of AI-based tools for individuals involved in the software development process. Based on these stories, we identified a set of propositions describing potential issues of AI-based tools to developers and teams. Then, we evaluated two of the propositions, namely the fear of being replaced by tools and the influence of these tools on how developers perceive themselves, through a qualitative experiment. It consisted of proposing a programming problem for a group of students in which AI-based tools usage was controlled. We applied questionnaires to the participants and qualitatively analyzed the results. Based on that, we discussed the potential implications of AI-based tools for human aspects of SE and also the use of the social science fiction method for SE research.

Our contributions are three-fold: 1) a list of propositions regarding possible impacts of AI-based tools on human and social aspects of SE; 2) some pieces of evidence to support two propositions regarding how developers perceive themselves and their feeling of dependence towards the tools; and 3) an approach to employ the social science fiction for SE research by using it to generate propositions to be further evaluated with empirical studies.

The remainder of this paper is organized as follows. Section 2 presents the background and related work. In Section 3, we present the social science fiction study, describing the method, the stories produced, and the propositions reached. Section 4 presents the qualitative experiment we conducted and Section 5 describes the results obtained. In Section 6, we discuss our results in relation to the existing literature. Finally, Section 7 concludes the paper.

2 BACKGROUND AND RELATED WORK

In her seminal paper about an engineering discipline for software [37] published in 1990, and a follow-on paper [38] published in 2009, Mary Shaw describes how software engineering and the research problems associated with it evolved since the creation of the first computers. From the beginning until around 1965, programming consisted of small programs built in any way possible with simple structures. Around 1970, the focus shifted to programming in the small and the first high-level languages emerged. Around 1980, the programming-in-the-large began with complex and continuously executed systems. Around 1990, abstract architectures guiding software design emerged. From an organizational perspective, the complexity also changed from individual efforts to team efforts to distributed teams. The emergence of the World Wide Web led, around 2000, to an explosion of not only consumers but also producers of applications. In the 2009 paper, she speculated that challenges would emerge on the boundaries of very complex systems and users. In her own words: “Problems facing software engineers are increasingly situated in complex social contexts, and delineating the problems’ boundaries is increasingly difficult.”

Shaw’s speculation was right, and the human and social consequences of software systems are increasingly noticed. In a 2020 Communications of ACM paper [4], Connolly presents his opinion that computer science should be closer to social sciences. He argues that researchers could cope better with the complexity of subjects computer science is facing using the “methodological and theoretical pluralism” from the social sciences rather than relying on a “single methodological approach for making and evaluating knowledge claims” from natural and engineering sciences. This call is echoed by Mendez-Fernandez et al. [23] that stress the increased need for interdisciplinary research in software engineering, especially “for the investigation of social, cultural, and human-centric aspects of software engineering.” However, in SE research, although the use of other paradigms, such as interpretivism-constructivism, has started, the majority of studies still rely on a pragmatic paradigm heavily influenced by post-positivism [22].

Recently, the rise of AI-enabled software led researchers to focus on the impacts these systems have on the user, specifically, AI ethics, i.e., the ethical considerations about the AI software for users and the potential responsibilities developers have [18, 41, 44]. However, in industry, this concern is still in its infancy, and AI has been considered just another feature [41]. Bryson and Winfield [2] describe several initiatives from the industry, professional associations, and government towards ethical standards for intelligent systems, such as the British Standard 8611:2016 “Robots and Robotic Devices: Guide to the Ethical Design and Application of Robots and Robotic Systems.” The authors, in special, are working on a transparency standard as part of a larger initiative from IEEE. In this draft work, they identify five categories of stakeholders: users, safety certification agencies, accident investigators, lawyers or expert witnesses, and broader society. An autonomous system should be transparent for each class of stakeholder in a different way and for different reasons.

Not only has software implications for humans, but also individual and social aspects influence the software development process. In this sense, several studies have investigated the influence of human aspects on the productivity of software development processes. In a survey with 317 responses, Graziotin et al. [11] identified 42 consequences of developers’ unhappiness and 32 of happiness. The most common consequences of unhappiness were external, including low productivity and code quality, but also consequences to the developer’s own being, including low cognitive performance and mental unease and disorder. Another important aspect of software development teams is turnover intention. When a member leaves the team, there might be tacit knowledge that is lost with that person. Besides that, the team will need to spend time and resources to recruit and train a substitute. In this regard, job satisfaction is associated with a lower turnover intention [36]. These results explain why research in human aspects of software engineering expanded, focusing not only on the impact of happiness in productivity but also the triggers for emotions during software development and their impact on the developers’ well-being [27].

To the best of our knowledge, there are no studies focused on the implications of the use of AI-enabled tools for software developers regarding human and social aspects. So far, research has focused on technical challenges, e.g., [16] and [20].

3 A SOCIAL SCIENCE FICTION EXERCISE

As a first step to tackle this research problem, we performed a social science fiction exercise. This method is a thought experiment in the
form of fictional stories that explore how technological advancements might impact social life and social order [10]. It is associated with the idea that the future is not a natural fact but a design decision, i.e., it is built. As Montfort [26] writes: “The future is not something to be predicted, but to be made”.

Although we have not found previous uses of the method in SE research, there are examples in related fields. For technology-enhanced learning, Selwyn et al. [35] performed a social science exercise to speculate how using digital tools to support education will affect schools in the next decade. Based on five vignettes about characters from an Australian high school, including students, their parents, and teachers, they identified three potential consequences of this phenomenon: a reconfiguration of time and space of school, i.e., students will have to engage with the school on a continuous space regardless of time and space; the increasingly intertwine ment between school space with code, changing how social process occur including power relations, the increasing ”platformization of the school,” and the increased dependency of the school to data digitally generated.

3.1 Procedure
To increase the study’s reliability, we followed a defined process to create the stories. Another objective was to avoid creating fantastic, unfeasible narratives. It is essential to stress the social science aspect and to remind that we are not doing science fiction literature. First, we reviewed recent studies on AI for SE published in top venues and tools available for practitioners, specifically automatic code generation and bug prediction. Besides GitHub Copilot, regarding automatic code generation, we can mention IntelliCode Compose [39], a tool capable of predicting sequences of code tokens of arbitrary types, generating up to entire lines of syntactically correct code.” For bug prediction, the results obtained by Di Nucci et al. [7] caught our attention: their model using developers’ structural scattering, a metric to show how scattered the code modifications introduced by a single developer, was superior to other bug prediction models. The authors stress that developer-related factors could still be further explored for bug prediction.

Inspired by these models and tools, we extrapolated the potentialities of these tools and drafted two stories: Then, we presented the two drafts in a writers’ workshop, where a group of software engineering and information systems researchers discussed ideas and initial versions of research papers. Our goal was to obtain feedback about the stories and verify if they represented reasonable scenarios for the future. The group consisted of six researchers, including one of the authors, mainly at the initial stages of their research career, including PhD students, postdocs, and an assistant professor. The feedback was good, and the participants only suggested small story changes.

3.2 Stories
As a background for the stories, we will use a fictional company called Awesome. It offers Software-as-a-Service (SaaS) productivity tools to creative graphical workers, such as designers. An internal development team is responsible for implementing the software. It consists of software programmers but also of user interface designers, user experience experts, quality assurance specialists, testers, and managers. Besides this engineering team, the company has other teams, such as marketing, sales, operations, and administrative staff.

With Awesome, we aim to represent a typical software-intensive company in which a number of teams develop software for external users. We expect that, in the near future, most of these companies will employ AI-enabled tools to support software development to improve productivity and improve code quality. To represent these tools, we propose imaginary but feasible near-future solutions available to developers and managers of Awesome. The first is Navigator, a commercial IDE implementing cutting-edge machine-learning algorithms to enable coding assistance, such as advanced autocompletion and bug prediction. The second is the Quality Management System (QMS), an automatic tool to assess the quality of the code produced continuously. Below, we describe fictional situations of how these tools could affect the lives of collaborators of the company.

3.2.1 Do I really know how to code? Miriam was really happy. Even after a year working at Awesome, she was still jubilant. It was the job she dreamed of during her Software Engineering bachelor studies. Of course, the job is much easier than she thought. She often writes a method name and the Navigator tool creates a draft on which she needs to do some small tweaks. Once, Miriam explained her job to her grandfather. He replied that it had reminded him of when the new robots arrived in the car factory where he used to work until retiring. Since this fact, Miriam started wondering if, in the future, she would be substituted by a robot like many of her grandfather’s colleagues were in the factory. But she was not thinking about her future that day; she was enjoying being a software engineer at Awesome. When she wrote the first method signature, no suggestions appeared. ”What happened?”, she thought. She looked around and saw several interrogation faces among her colleagues. In a matter of minutes, the situation was clear: Navigator was offline. The provider of the autocompletion tool had been hacked, and it would not work for the remainder of the day. The situation represented a problem for Miriam who was handling a critical bug preventing a fraction of users from accessing a tool provided by Awesome. At first, Miriam thought it would be fine: before joining Awesome, she had never used Navigator and managed to code several projects during her bachelor studies. ”It is going to be fun,” Miriam thought. But her mind changed quite soon as she had to code relying only on her mind and simple autocompletion tools that did not rely on Navigator. ”How do I do this structure in this language? And what is this call to develop this task using this API?”

At the end of the day, Miriam had managed to finish the task, but she was not sure if she had done the best job. Without Navigator, it was not possible to assess it. On her way home, several doubts came to her mind: ”Am I really a software developer? What am I? Just a tool operator?”

3.2.2 The algorithm is firing you. That day seemed an ordinary one for Kyle. He was going to the same address he had gone to for five years since he joined the startup as the second developer in the Awesome team. The address is the same but not the place. When he started, the team comprised eight people working in a 50-square-meter office. Now, the company has 150 collaborators distributed in three floors. He was the first hired developer in the
company. Before him, there was only Martin, one of the founders with a technical background, who used the title of CTO.

When Kyle enters the engineering team’s open space, he passes by Martin’s glass office. The CTO calls him for a talk. The developer thought it would be another conversation about the new architecture they are building to support the company’s expansion. However, this idea changes when Kyle enters the room and sees Martin’s face. He had seen a similar face once when he was dismissed from his first job. He imagines that the subject of the conversation would be similar.

The fear of being removed from that place, the company he witnessed to grow and conquer the dreams they had in that small room, had installed in his mind. The feeling increases as Martin describes Kyle’s importance in the company’s building. ‘Martin, are you firing me?’ ‘I’m sorry, Kyle. I don’t have a choice. QMS says that the code you make has a probability, on average, of 30% of being buggy. You can see that on your personal dashboard, no?’ One of QMS’ features is to predict, based on an AI-enabled algorithm, the probability that a piece of code is buggy or not. ‘You know, since the IPO, QMS reports are sent to the shareholders. If we keep you, there will be a flag on the report... saying that we decided to keep a developer with a tendency to create buggy code. And, you know... it is really hard to talk to these people... I’m really sorry...’. Kyle tries to argue ‘But I know every detail of this system. I worked in architecture from the beginning... Because of that, I often handle more tricky problems... You know... this could explain why...’ But the decision has been taken and today is the last day of Kyle at Awesome.

3.3 Potential issues

The stories presented above portray potential issues for developers of AI-enabled tools.

First, developers will probably experience a disruption in their importance to the software development process. Rather than being those responsible for generating code, they might only supervise automatic code creation. This development is similar to what happened in manufacturing where machines replaced manual workers. Work has been extensively studied as a significant element of self-existence. From psychological and sociological aspects, philosophers and researchers, such as Marx, Durkheim, and Weber [3], described how society is based on the productive activities of human beings. As we have seen in both stories, developers might face existential questions when they perceive being replaced by intelligent tools. The implications of this substitution for knowledge workers, of which software engineers are considered the cutting edge [17], is yet to be seen. Based on this discussion, we can reach the following propositions:

**Proposition 1:** Developers might feel replaced by AI-based tools.

**Proposition 2:** AI-based tools might influence the self-perception of developers.

Then, as presented in Kyle’s story, decision-making will be increasingly delegated to programmatic solutions to avoid biases and errors from human managers. However, automatic solutions might not consider non-tangible, qualitative aspects such as tacit knowledge and teamwork. Tacit knowledge is a key aspect in software development, associated with more effective teams [33]. This issue is related to the ever-increasing surveillance in the societies of the future [30]. We posit this issue as the following proposition:

**Proposition 3:** The delegation of decision-making to AI-based tools might depersonalize decisions.

Finally, a challenge that the emergence of AI-enabled tools poses to technology educators is how to prepare students to handle the impending changes they will face during their work. A current student will probably work for more than 30 years in the field. The first story shows the story of Miriam who had just completed her training and is already lost on how her professional life will be. The following proposition represents this issue:

**Proposition 4:** Education and training of software developers need to be adapted to the use of AI-based tools for SE.

4 A QUALITATIVE EXPERIMENT

By performing the social science fiction exercise, we reached several potential individual and social issues regarding AI-based tools. In the next step, we aim to collect empirical data to support or refute these propositions. Unfortunately, performing studies to evaluate all the propositions identified is not feasible in a single study, not even a single paper. Given that AI-based tools are still being adopted in software development teams and companies, evaluating the implications at the team level would not be currently feasible. Therefore, in this next step, we will focus on the first two propositions raised in the social science fiction exercise, namely a potential feeling of replacement felt by developers towards AI-based tools and the influence of these towards developers’ self-perception. Through this study, we also aim to demonstrate the value of this method for the research on human aspects of SE.

Therefore, we decided to explore the feelings felt by developers towards AI-based tools, through a qualitative experiment, an integrated approach consisting of investigating the process of meaning construction in an experimental setup [32]. Qualitative experiments employ qualitative strategies, such as focus groups and interviews, on subjects exposed to a randomized stimulus, as in a typical quantitative strategy [32]. By performing this experiment, we aim to verify the existence of evidence supporting or not the two propositions.

A qualitative experiment is composed of four phases [32]. In the first phase, the pre-test, participants answer a questionnaire to be profiled. In the second phase, participants are exposed to a stimulus, and their reactions are collected in the third. Finally, in an optional fourth phase, the participants’ reactions to the whole process are collected. Below, we describe the qualitative experiment we conducted including the participants and the context in which they are inserted. A summary of the experiment execution is presented in Figure 1.
4.1 Participants
The experiment was conducted in an R&D environment in a Brazilian university that teaches Apple mobile application development. In the environment, students are introduced to the development ecosystem of Apple platforms and obtain experience by working together in agile teams. Students can focus on software development or interface design during the program but are exposed to both areas during their training. These students are supported by tech, design, and business mentors who have solid experience in the software industry. We will refer to these mentors as the leadership team in this paper. The teams work on developing apps that support users to overcome real-world problems. The environment encourages team members to cooperate in all software development stages from requirements elicitation to deployment and maintenance steps. All teams use Scrum [34] to manage their work.

4.2 Pre-test
In the pre-test phase, we aimed to collect the participants’ perceptions regarding the role of a software developer and AI-based tools for SE. To achieve this, we developed a questionnaire consisting of open-ended questions which is available in Appendix A.

4.3 Stimulus
We designed the experiment with 4 different experimental conditions (G1, G2, G3, and G4), depending on how participants should use AI-based tools to solve a non-trivial programming problem. Participants in G1 would never be allowed to use AI tools (control group). Participants in G2 would begin the problem by not using any tools but would start using generative AI-based tools in the second half of the experiment. Participants in G3 would be the opposite: in the first half, they could use any tool, and then, in the second half of the experiment, they would be instructed to stop using any tools. Finally, participants in G4 would always have to use generative AI-based tools.

The programming problem of the experiment had to be non-trivial to make it difficult for the generative AI-based tools to provide the answer on the first attempt. Participants would have to provide many prompts to eventually get the final answer from the tool. In this sense, our strategy entailed selecting a well-known math problem “masked” as a set of statements the participants should follow. The chosen problem was the power method. The power method is a numerical algorithm used primarily to estimate the largest eigenvalue of a matrix and its corresponding eigenvector. It is particularly useful when dealing with large matrices where other methods might be computationally impractical. The algorithm is iterative, starting with an initial guess for the eigenvector and repeatedly multiplying it by the matrix until convergence.

This problem was presented to the participants as follows:

- Vector of “n” positions that multiplies a square matrix (n x n);
- Initial vector with its first position equal to 1.0, i.e., v[0] = 1.0. The remaining positions are equal to 0.0;  
- Values in the positions of the matrix should be between 0.0 and 1.0 (not inclusive);
- The sum of each row of the matrix must be equal to 1.0;
- Iterative process, with stopping condition: values in all vector positions must respect a tolerance of 6 decimal places.

As an example, we presented the vector \[ 1.0 \ 0.0 \ 0.0 \ 0.0 \]
and the following matrix:
Then, we went step-by-step explaining the expected outcome until we got to the final result (the expected vector respecting the given condition). Participants were allowed to use the same vector and matrix to check whether they were going correctly.

4.4 Post-test
In this step, in which we combined the third and fourth phases, participants answered another questionnaire with open-ended questions that were different depending on whether they had used an AI-based tool or not. Participants in the control group (G1) assessed the task’s difficulty and if it had changed their perception of the role of a software developer. The other participants had to answer questions regarding their impressions and opinions of AI-based tools if they depended on the tools, and if the experiment changed their perception of the software developer role. These instruments were also validated in the pilot and are available in Appendix A.

4.5 Pilot
In order to test our experiment, we ran a pilot with four members of the leadership team who were not involved in the research. Hence, they did not have any information about this process. Each member represented one of the groups (G1, G2, G3 and G4).

We began the pilot by assigning each one an ID (from 1 to 4), and then we ran the pre-test. We found out that on questions 4 and 5 (see Appendix A), it was important to add clear examples of what we were talking about. Therefore, we clarified the questions by adding the GitHub Copilot example.

After that, we gave each one a piece of paper on which they could read the instructions about the experiment (in this case, whether or not they could use AI-based tools). No questions were asked about these instructions. Hence, we moved to the next step which was the explanation of the problem (as explained in Section 4.3). The participants understood the problem well.

It is important to note that we estimated, based on our own experience, that the problem could be solved in 20 minutes. Therefore, we planned to run the experiment for 10 minutes and then give participants the new instructions for the remaining 10 minutes.

At this moment, we told participants they would have 20 minutes to solve the problem, and we started the clock. When we reached 10 minutes, we gave them their new instruction and let them work for the remaining 10 minutes. None of the participants have finished on time, but they were pretty close.

To finish the pilot, we asked them to respond to the post-test questionnaire. We thanked the participants who participated in the activity and ended the process. Now, we were ready to improve our experiment.

Our first modification from the pilot was the simplification of some questions, as the pilot participants reported that the questions were not clear and there were typos in the questions. The second and final modification was regarding the time. Given that pilot participants reported that they could not finish on time (and knowing they had more experience than the actual study participants), we decided to increase the time of the experiment to 30 minutes. With this modification, we proceed to execute the experiment.

4.6 Execution details
For our study, we invited 38 participants who were part of this R&D environment and were focusing on software development. The participation was voluntary and participants could leave the experiment at any moment. For the experiment, we followed the steps below:

1. The researchers gathered the participants in an auditorium;
2. The researchers attributed a random identifier (G1, G2, G3 or G4) at random to each participant;
3. Participants fulfilled the pre-test questionnaire;
4. The researchers presented the programming problem that they should solve. During this step, participants had the chance to ask any questions related to the programming problem;
5. Participants were separated into four groups based on their identifier;
6. Participants of each group were then oriented on the specific restrictions of their groups. G1 and G2 were initially oriented not to use any generative AI solution to solve the programming problem and G3 and G4 were initially oriented to use any generative AI solution to achieve this. This step lasted 15 minutes.
7. The experiment was paused and new instructions were given to the participants. G1 and G4 were not given any new instructions (in other words, they were told that the original instructions remained valid). G2 was given a new instruction that from that moment forward, they were oriented to use any generative AI solution to solve the programming problem and G3 was given a new instruction that from that moment forward, they were oriented not to use any generative AI solution to solve the programming problem. This step lasted 15 minutes.
8. The researchers gathered the participants in the auditorium again;
9. Participants filled out the post-test questionnaire.

4.7 Data analysis
The participants answered the questionnaires on an online platform. The answers were collected and saved in a spreadsheet. The first step of the qualitative analysis consisted of open coding. Since we focused on openly identifying themes rather than labeling the data using predefined codes, we did not calculate the Inter-Rater Reliability (IRR) agreement. According to McDonald et al. [21], this open coding approach does not need the calculation of IRR.

Initially, one of the authors conducted this process alone, and afterward, a second author reviewed the codes. Finally, all the authors discussed potential issues and fixed the codes accordingly. In this process, answers not related to the goal of the experiment were discarded. The final codes were then classified as being positive or negative, or indifferent. Finally, we analyzed how the answers were classified depending on the stimulus the participants received. The following section presents our results.
4.8 Replication package
To allow the replication of our study, we provide a replication package consisting of all the answers freely translated to English, redacting sensitive information. We also present how we coded each answer.

5 RESULTS
In this section, we present the results of our analysis. First, we present the codes we identified related to developers’ perceptions of the tool, and then, we compare the answers of the different groups.

5.1 Developers’ perceptions about the tool
To allow the comparison of the different groups of participants, we divided the developers’ perception into two high-levels categories: negative and positive perceptions. Below, we describe the categories present in each one of these high-level categories.

5.1.1 Negative perceptions.

Negative feelings. This category groups codes related to negative feelings expressed by the participants related to the use of the tool. First of all, some participants mentioned aspects regarding a possible dependence of the tool to perform their activities. Still in the pre-test questionnaire, a participant already described what could be a risk of getting dependent: “I see several peer students using these tools daily for everything, I perceive this creating a certain dependency on these technologies and reducing the capacity of developing software by their own.” When asked about the issue, many participants described dependence of the tool. “I believe I realized how much I was dependent [when trying] to debug something.” Besides concerns related to a possible dependency to the tool, participants expressed other negative feelings towards the tool. First, a participant mentioned the lack of control: “I thought it was hard to know [until when] one can trust [ChatGPT].” Finally, a participant was scared by the tool capacity. When answering the question about the feelings after starting using the tool, a respondent answered: “Stunned, because I had already tried for several minutes to understand what could be a reasonable interpretation. To allow the comparison of the different groups of participants, we provide a replication package consisting of all the answers freely translated to English, redacting sensitive information. We also present how we coded each answer.

Acceptance issues. Besides negative feelings when using the tool, we observed some issues even when not using them. These feelings might be issues with the acceptance of AI-based tools. A participant preferred to work without help: “In the end, I did not use it because I preferred to do it by myself, without help.” Another participant admitted not liking the tool.

Issues of the tool. Participants also reported some issues of the tool. One participant reported not reliable proposals. “[The tool] gave me a complete function that did the multiplication. It took only a few seconds. However, the results returned by this function made the vector values converge to around 0.241.” Other participants reported that the tool was proposing more complex solutions than those that they would themselves develop. “In certain moments, it provided good and succinct answers, but, in others, it ‘complicated’ the problem’s solution, using more complicated and unnecessary paths.”

Similarly, a participant who had to stop using ChatGPT complained regarding the difficulty to understand the code generated by the tool. “When I stopped using [the tool], I felt a bit lost when the code generated by ChatGPT showed an error, leading me to take more time to understand the code and adjust it.” Another participant who had to start using the tool complained about changing the train of thought. “[The result of the tool] biased my thinking and confused me in the process.”

Limitations of the tool. Some participants also reported some limitations of the tool. For two of them, the tools are not a substitute for knowledge. “A developer is complete on his/her own, with his/her theoretical background (documentation and books), [in contrast] an AI trained with practically random models will never have the same quality of documentation/books/articles and open source codes curated by other developers.” Another issue regards the need for specific training. “I think they help a lot, but one has to know how to use the tool both regarding the input and knowing up to what point it should be used.” Finally, some participants reported that the tool was not helpful for the exercise.

Positive feelings when not using the tool. Some participants expressed positive feelings when not using the tool. A participant mentioned feeling good by not depending on AI. “I felt good by doing [the task] without the help of AI tools.”

Another participant, who was part of G2, took the task as challenging not to use: “[In the beginning, I was] not very hopeful [about not being able to use AI based tools]. [In the end, I thought:] OK, it will be nice to rely on them.”

5.1.2 Indifference. Some participants expressed indifference of using or not the tool since they would have “done the same manually”. When asked if they felt dependent on the tool, many participants declared not feeling dependent of the tool. As one of them stated: “The tool generated the solutions I would have done without it, but with the benefit of [a shorter] time.”

5.1.3 Positive perceptions.
Value of the tool. In many answers, the participants acknowledge the positive aspects of the tool. For many of them, it was considered useful. “I’m not used to using AI, but there was no problem. I just asked functions to speed up the process, and the answer was always precise.” Some participants were more specific in their answers, explaining how the tool was useful. Two respondents mentioned that the tool gave them a starting point for them to perform the task. “They help a lot and are a good initial step, to help you to have a basis to evolve [the solution].” Others feel that the tool is good for repetitive/simple tasks. “I think they are good to make simple stuff but, for more complex things, they get lost a bit while doing the work and we have to fix some stuff. But it saves an initial [repetitive] work, for example, initializing variables.” Another participant mentioned speeding up the process. “[The tools] help a lot in speeding up the process and giving simple solutions to the problems.” Other participants reported that the tool was useful by augmenting the memory. “It helped me understand and remember some concepts and build the code.”

Positive feelings. Several participants expressed positive feelings provoked by the use of the tool. For a participant, the tool increased the feeling of safety when facing the problem. “I felt safe. It optimized my thought process.” Related to that aspect, many respondents mentioned an increasing feeling of confidence. “I felt more confident because, with some right inputs, I can get to the right answer without a huge effort, different from the traditional Google search.” Still, a participant expressed to be feeling more comfortable when using the tool: “When I started using the tool I felt more comfortable, [because I had] the possibility of better expressing what I needed and being able to follow a train of thought based on the answers [the tool] delivers.” A participant mentioned that the experiment made him feeling not replaceable. “It just confirmed that AI tools represent ways to improve developers’ productivity but they are not capable of replacing them.” Finally, a participant, still in the pre-test questionnaire, expressed excitement about the tools’ potential. “I think technologies like these very interesting, to think about how they work and how they are implemented, their complexity leaves me excited on imagining how I would do something like this.”

5.1.4 Perception of the developer role. Finally, it is interesting to report how the participants perceive the role of a developer. When asked about the perception of what it means to be a developer, four participants stressed the idea of the developer as a user of tools. “A developer has to know how to use the available tools but understand the why and how to use them in the right way.” Another participant stressed the idea of developers as builders: “I still believe that [developers] are builders, from the bureaucratic part until the operational part of the system.” Another one focused on the idea of developers as information seekers. “[The experiment] highlighted something that I implicitly assumed that one of the essential abilities of a developer is to know how to research and collect information.” Finally, a participant focused on developers as team players. “[To be a developer] means to know how to work in a team [to fulfill] a great computing project.”

<table>
<thead>
<tr>
<th>Table 1: Perception of own skills by group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2: Perception of own experience with AI-based tools by group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3: Answer to the task difficulty by group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
</tbody>
</table>

5.2 Comparison by groups
To compare the groups, first, we had to compare if their participants were similar regarding skills and experience with AI. To this aim, we compared the answers to the pre-test questionnaire regarding the perceptions of their own skills and experience of AI-based tools by group. This analysis is presented in Tables 1 and 2.

Based on this analysis, we could observe that the groups have similar configurations regarding the perception of their own skills and experience with AI-based tools and the most common is to have a medium perception of the skills and a low experience with AI-based tools.

Then, we analyzed the different groups regarding their reactions to the task. This analysis was based on the answers to the post-questionnaire. One participant from Group 4 did not submit an answer to the post-questionnaire so this analysis was performed based on 37 interviews. First, Table 3 describes how different groups perceived the difficulty of the task.

Table 4 presents the distribution of the answers of the participants who had contact with the tools regarding their perception of AI-based tools.

In these results, we could observe that:
- regarding the impression of AI tools, the comments were balanced on the groups that used AI-based tools in part of the time, but for those who only used the tools, the negative ones were more prevalent;
• regarding starting or stopping the use, the comments were balanced;
• finally, regarding the feeling of dependence, the negative comments were more prevalent among the participants who used AI the whole time and then among those who had to stop using the tool.

6 DISCUSSION

The qualitative experiment we conducted brought some pieces of evidence that could be related to the first two propositions raised in the social science fiction exercise. First, negative comments related to the feeling of dependence were more common in the groups that worked more with the tools or had to stop using the tool (a similar scenario to that envisioned in the first story), providing evidence related to Proposition 1: "Developers might feel replaced by AI-based tools." Second, negative aspects were more present in the answers from the group that worked the whole time with the tool. This result suggests that Proposition 2: "AI-based tools might influence the self-perception of developers" should be further investigated.

In this regard, the codes obtained in the analysis gave interesting insights regarding the reasons for these results. First, developers had the feeling of losing control of the final product, delegating it to the tool. Research has shown that control is an important aspect for developers. The lack of it has been mentioned as a reason for a bad day for a developer [25], and it also influences the adoption of techniques by developers [12, 13].

In this regard, many of the aspects identified in our study indicate potential issues for adopting AI-based tools. Technology acceptance is a topic that has been largely studied [5, 42, 43]. A successful model for this concern has been the Technology Acceptance Model (TAM) [5] and its extension TAM2 [43]. According to the models, the usage of a technology is determined by an intention to use that, in turn, is influenced by the perceived usefulness and perceived ease of use. The perceived usefulness is then influenced by subjective norm, image, job relevance, output quality, and result demonstrability. Many of the codes grouped in the negative aspects, such as not reliable proposals, proposing more complex solutions, and lack of control and trust could be linked to the output quality perceived by developers. TAM and other adoption models have been evaluated to explain the adoption of software methodologies by developers [14, 31]. The results partially supported the theories, describing that the adoption of software methodologies is driven by an organizational mandate to use it, the compatibility of the methodology with the way developers work, and the opinions of developers’ coworkers and managers on the technology [31]. However, regarding the acceptance of AI, it has been found that individuals are “mostly driven by subjective norms and emotions” [6].

Although less prevalent, we could also observe, as the participant who felt scared by the tool capacity shows, a certain level of concern about the capabilities of AI to support SE. This aspect is related to what has been called AI anxiety [19], i.e., the anxiety expressed by individuals concerning AI. Li et al. [19] investigated AI anxiety through the lenses of the integrated fear acquisition theory. They identified the following sources of anxiety: privacy violation, biased behavior, job replacement, learning, existential risk, ethics, artificial consciousness, and lack of transparency. This fear humans have towards technology is so present that it is projected in the popular media by depicting robots as monstrous [40].

Finally, the research on AI ethics have focused on the relationship of the software products towards the users [18], and software developers are the users of AI-based tools for SE. Vakkuri et al. [41] proposed a model of the relationship among the key principles in AI ethics. According to the authors, transparency supports the predictability, and both together with fairness generates the trustworthiness on AI. Our results are in line with the model since the many of the negative perceptions we identified, such as lack of trust and lack of control are related to the idea transparency and predictability of the tool.

6.1 Implications for research and practice

Our results represent some implications to research and practice. First, in the development of AI-based tools, that is becoming increasingly relevant both in theory and practice, it is essential to consider the human aspects of the developers, otherwise risking creating distress and hurting the adoption of these tools. These human aspects should be used as input for software companies developing AI based tools which aim to be used by developers.

Second, developers and the companies in which they work should consider potential psychological issues when implementing tools disrupting the way developers work. Our experiment provided indicatives that these psychological issues can vary dramatically from a developer to another.

Finally, SE educators and trainers should work on how to prepare future and current developers to handle new generation of tools. Furthermore, as indicatives in our experimental study have presented, it is important that SE educators assess ways in which to teach new software engineers how to adopt or get used to these tools but are also aware of their limitations.
6.2 Threats to validity

To discuss the potential threats to the validity of our study, we followed the guidelines suggested by Wohlin et al. [45]. The authors present four steps to the validity of experimental results: construct validity, internal validity, external validity, and conclusion validity. They also mention that the counterpart of conclusion validity is reliability for qualitative studies. Since we performed a qualitative experiment, we deemed it necessary to discuss this point as well.

**Construct validity.** Constructs are concepts that are, in principle, quantifiable but not directly measurable. Construct validity regards whether the constructs in the study are real and if the indicators to infer them really reflect the constructs [29]. Based on the pre-test phase of our study, we analyzed the perceptions of the participants regarding their skills and their experience with the tools. To do so, we relied on their own assessment based on the researchers’ analysis. Although this procedure might represent a threat, the potential impact of this issue is limited given that this indicator was just used to compare the groups and not to propose causal effects. It is worth mentioning that during the pilot study, participants were invited to provide feedback regarding any concerns about the pre-and post-questionnaire questions.

**Internal Validity.** We manually analyzed the data to extract the codes used to identify the negative and positive aspects regarding the student’s perceptions of the AI-based tools used in our study, which might introduce researcher bias to our results. To mitigate this internal threat in our study, we followed a well-defined analysis procedure in an iterative process with periodic group meetings. The definitions were discussed and refined by the authors. Also, after the iterative coding process, the resulting codes and analysis were discussed among the authors.

**External validity.** This aspect concerns to what extent our results are generalizable. The generalization of our results may be limited once our population is limited to students and all of them are part of the same R&D environment. Another potential issue may be the proposed treatment that could not represent real situations. To mitigate this threat, we provided supplemental material and encouraged researchers to replicate our study and compare their findings with ours.

**Conclusion validity.** This aspect regards the relationship between treatment and outcome, i.e., if the observed behavior in the outcome was determined by the treatment and not by other factors not considered. To reduce potential threats in this regard, we compared participants regarding their perceptions of their own skills and experience with AI-based tools. We also compared the results with a control group.

**Reliability.** This aspect concerns to what extent the results are dependent on the researchers involved in the study. Thus, Merriam [24] suggests checking the consistency of the results and inferences. According to Merriam [24], consistency refers to ensuring that the results consistently follow from the data and no inference cannot be supported after the data analysis. To increase consistency, we performed data analysis when, initially, the first author conducted the coding process alone, and afterward, a second author reviewed the codes alone as well. Finally, all the authors discussed potential issues and fixed the codes accordingly. During this process, we had weekly meetings to discuss and adjust codes and categories until we reached an agreement.

7 CONCLUSIONS

The emergence of AI-based tools will disrupt several aspects of our lives. Knowledge-workers, including software developers, will probably have their jobs profoundly affected by these tools. To explore potential issues in this regard, we performed a social science fiction, creating two futuristic stories involving software engineers. Based on them, we described four propositions regarding possible impacts to human or social aspects of SE. To evaluate two propositions, we conducted a qualitative experiment with students in which they had to solve a programming problem, using or not an AI-based tool. Analyzing the answers of the participants to questionnaires applied before and after the experiment, we collected several perceptions, both positive and negative, of the participants towards the tool.

Our study is just an initial exploration of a potentially huge challenge for SE practice in the next years. It has provided some pieces of evidence that support the idea that the perception of developers of themselves might be impacted and they might fear to be replaced. There are several possibilities to continue explore this research problem. Future work could focus on the evaluation of the presented propositions. For example, once these tools are more widely adopted, controlled experiments could be performed to quantitatively assess the propositions and it would be also possible to better study more social implications, which are harder to emulate in a controlled environment. Our study also demonstrated a possible use for the social science fiction in SE research that has increasingly relied on methods from social sciences.
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(5) What is your opinion of generative AI based software engineering tools? For example, Github Copilot.

Below, we presented the two forms applied after the experiment. First, the questionnaire answered by the participants who were assigned to the control.

(1) What is your participant ID?
(2) How difficult was the problem and why?
(3) Has the experiment altered your perception of what it means to be a software developer?

Finally, the questionnaire below was answered by all the participants who had used the tool.

(1) What is your participant ID?
(2) How difficult was the problem and why?
(3) What was your impression of the generative AI-based tools you have used?
(4) How did you feel once you had to stop (or begin) using the generative AI-based tool?
(5) Did you feel dependent on the tool?
(6) Have your opinions on generative AI-based tools changed after the experiment? If so, how?
(7) Has the experiment altered your perception of what it means to be a software developer?